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Introduction

For signi�cant steps forward, it is crucial in medicine, as well as in other

�elds, to integrate speci�c experiences with the power of computing tools.

In the particular case of this thesis work involved in the HIFU therapy of

cancer, the support of a numerical simulation can improve the safety and

e�ectiveness of the treatment and the comfort of the patients, and help to

decrease the probability of side e�ects.

This work has been carried on at the Istituto Superiore di Sanità (ISS)

which is the National Health Institute with the mission to guarantee the

safety and the e�cacy of the therapies in order to protect public health. At

the same time ISS has the precise duty to promote public health and thus

to favor the translation of new treatments, as the HIFU, to patients who

need them.

HIFU stands for High Intensity Focused Ultrasound. It is a noninvasive

treatment for either benign or malignant tumor lesions based on the power

of a focused ultrasound beam to locally heat biological tissues over a necrotic

level. The use of this kind of therapy can drastically reduce the time needed

for the treatment to few hours, and there is no need for the patient to be

hospitalized. It has also the advantage that can be applied for the ablation

of tumors impossible to be remove surgically and to patients not suitable for

the general anesthesia required for surgery. Thus it may lead to a sensible

reduction of social and economic costs.

However, speci�c tissues laying on the trajectory of the beam, can make

the HIFU application impossible or, at most, do not allow a complete ab-

lation of the target lesion.

Hence, numerical simulation is an important tool to predict the e�ects
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of the application of HIFU in order to reduce the probability of damages

due to skin-burns or nerve injuries, etc.

This work concerns the use of High Intensity Focused Ultrasound guided

by magnetic resonance imaging (MRgFUS) in cancer treatment, within a

collaboration with the hospital Policlinico Umberto I of Rome, where uter-

ine and prostate �broid tumors are currently routine in the experimental

environment, and bone metastasis have been recently introduced in the ex-

perimental treatment protocol.

This work covers several aspects of the therapy planning and the simula-

tion required for the HIFU translation to the clinical application. The work

includes a Graphic User Interface (GUI) created to allow the physicians to

manage the simulation for a treatment plan. An already existent model

has been then extended in order to simulate a more realistic situation. The

ultimate goal of the numerical simulation will be to take into account all

the media, arti�cial and biological, traversed by the ultrasounds, by reading

the biological information from the scan taken before the treatment.

The results of the simulation are given in form of temperature distribu-

tion and thermal dose delivered into the target area. A validation of this

work has been done by comparing those results with the ones provided by

the original algorithm. Eventually experimental data were provided by two

di�erent clinical centers: Policlinico Umberto I (University �La Sapienza�,

Rome) and IBFM CNR-LATO, Cefalù (Palermo)1.

This thesis is structured as follows: Chapter 1 introduces HIFU and its

applications; Chapter 2 brie�y recalls the equation of wave propagation,

in one dimension; Chapter 3 describes some of the physics behind HIFU;

in Chapter 4 the algorithm and the GUI are presented; Chapter 5 shows

the validation of the code with respect to the original script and the ex-

perimental data; �nally Chapter 6 reports the conclusions and the future

prospects.

1IBFM stands for Istituto di Bioimmagini e Fisica Molecolare,
LATO stands for LAboratorio di Tecnologie Oncologiche at Ospedale San Ra�aele Giglio,
Cefalù (Palermo)



Chapter 1

HIFU

In this chapter there will be a brief review on how ultrasound therapy

is used in medicine.

The interest in HIFU oncological application lies in the fact that the very

high intensity of the ultrasound beam and the focusing allow to quickly heat

small regions of tissues without damages for the surrounding tissues. It is

a noninvasive treatment, it does not require hospitalization, and can be

applied to unresectable lesions or to patients that cannot undergo surgery.

HIFU is usually delivered under imaging guidance for a real-time treatment

monitoring. The imaging guidance can be either magnetic resonance (MR)

or diagnostic ultrasound (US).

1.1 Ultrasounds in Medicine

Ultrasounds are widely known for their use in medicine for imaging.

However there is a relatively recent development in their use in the thera-

peutic �eld. Either at experimental stage or approved as standard clinical

treatment, ultrasound is used to treat a wide range of pathologies. Ex-

ploiting the several phenomena associated, ultrasound is used in repairing

injuries of the musculoskeletal system, in breaking down blood clots and

stones in kidney, urethra, and gallbladder, as well as in tumor treatment

with or without the association with chemo- or radiotherapy.

Regarding Italy, the periodic report produced by the Ministry of Health
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1.1. Ultrasounds in Medicine 6

to the Government [2] describes a quite wide distribution of HIFU equip-

ments on the national territory with 29 active facilities at the date of the

report, 2011. It also indicates HIFU as a very promising cancer treatment.

HIFU ablation is also known as focused ultrasound ablation, or focused

ultrasound surgery (FUS). The imaging guidance can be both performed

with ultrasound (USgFUS) and with magnetic resonance (MRgFUS).

MR imaging o�ers high anatomic resolution and temperature sensitiv-

ity [3, 4], it has proven capabilities to create temperature maps [5],but

the temporal resolution is limited due to the slow image acquisition frame

rate [6], and it is not suited for patients with metallic implants. USgFUS

has not the possibility to create quantitative temperature maps during the

treatment but many studies have demonstrated that US grey-scale change

is reliable for monitoring the temperature response to HIFU treatment in

real-time. While the temporal resolution is limited in MRgFUS, USgFUS

guidance provides real-time imaging at a relatively low cost, although with a

limited �eld of view, spatial resolution, and contrast resolution. In addition,

it is the only solution when the location of the region to be treated makes

it di�cult for the patient to be positioned into the MR device because of

the small size of its bore [7].

MRgFUS ablation in oncology is applied to both benign and malignant

tumor lesions, and to the palliative therapy of bone pain due to metastasis,

thus improving the quality of life for patients with advanced disease [8, 9].

Although it is successfully applied for the resection of tumors located in

several anatomical districts, the main indication for MRgFUS is uterine

�broids [10, 11].

HIFU treatments are usually carried out in a single session, often as a

day case procedure, with the patient either fully conscious, lightly sedated or

under light general anesthesia. The application of HIFU is called sonication.

It consists of several short pulses followed by brief intervals of cooling down.

This sequence of pulses is then followed by a longer period of cooling down.

Even though it was believed that ultrasound energy could not penetrate

the bone tissue enough to perform ablation, in a pilot study patients were

successfully treated for osteosarcoma [12].
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In order to undergo coagulative necrosis, and thus to be thermally

ablated, the tissue needs to be largely heated, at temperatures of about

56°C [13].

The death of tumor cells is thought to be caused by the denaturation

of cell proteins, induced by the heating [14]. In addition, in the region

surrounding the target area there is an increase of the blood �ow which

facilitates the accumulation of chemotherapeutic agents. As consequence of

the rise of blood �ow, there is also increase in oxygenation that produces a

larger sensibility of the tumor tissue to radiation [15]. This is the reason for

the association of chemo- and radiotherapy with HIFU. A scheme of this is

shown in Fig. 1.1.

Figure 1.1: Zones in hyperthermic ablation [15].

The thermal dose concept has been proposed to quantify the relationship

between treatment e�cacy and the temperature of the target as a function

of time. In Fig. 1.2 the relation between exposure time and temperature on

tissues is depicted. The thermal dose is usually de�ned using an equivalent
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minutes calculations [16] which was derived from an in vitro cell survival

experiment during the application of temperatures of hyperthermia between

41°C and 50°C [17]. However, it has been shown that this model gives good

estimations of the thermal lesion for the higher temperatures caused by

HIFU. When the temperature changes with time it is used the thermal

dose in the form of Cumulative Equivalent Minutes (CEM) of exposure at

43°C [16]

CEM43 =

∫ tf

0

R(43−T (t))dt, R =

{
0.25, T ≤ 43°C

0.5, T > 43°C
(1.1)

where tf is the duration of the exposure. The commonly accepted threshold

for protein denaturation is 240 CEM43 [18].

Figure 1.2: Relation between exposure time and temperature on tissues.



Chapter 2

The wave equation

This chapter is dedicated to recall the mathematical aspects behind

HIFU.

High Intensity Focused Ultrasound therapy is based on the use of acous-

tic waves of frequencies laying in a non audible range for humans. HIFU

waves are longitudinal pressure waves of �nite amplitude and are subject to

nonlinear e�ects. In order to solve the complete equation that models their

propagation, the approximation of plane waves, that is wave propagating in

only one direction, can be made.

Hence, here is illustrated the wave equation in one dimension and the

derivation of the pressure wave equation.

2.1 The wave equation in one dimension

To understand the functioning of HIFU it can be started with the de-

scription of the wave equation modeling the propagation of waves in one

dimension.

The description of a wave propagating along the z direction with velocity

c is given by

utt − c2uzz = 0 (2.1)

where u = u(z, t) : U × R+ → Rn, and U is an open set of Rn. This wave

equation is a simpli�ed model for a vibrating string of in�nite length or, like

in this context, a plane wave propagating in the z direction. The function
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u(z, t) represents the displacement of the point z at time t ≥ 0.

In order to completely determine the solution, some boundary conditions

are needed. Thus the problem to be solved is
utt − c2uzz = 0 in R× (0,∞)

u = g on R× {t = 0}

ut = h on R× {t = 0}

(2.2)

where g and h are given functions.

The equation utt − c2uzz = 0 in (2.2) can be factorized as

(∂t + ∂z) (∂t − ∂z)u = 0 (2.3)

where ∂z stands for ∂/∂z. Then the following variable transformation is

suggested ξ = z + ct

η = z − ct ,
(2.4)

with its inverse transformation given byz = ξ−η
2

ct = ξ−η
2
.

(2.5)

For a function v = v(z, t), de�ned as ṽ(ξ, η) := v(z(ξ, η), t(ξ, η)) one has

∂ξṽ = ∂zv∂ξz + ∂tv∂ξt =
1

2
(∂t + ∂z) v

∂ηṽ = ∂zv∂ηz + ∂tv∂ηt = −1

2
(∂t − ∂z) v

(2.6)

so that ∂ξ∂ηũ = −1
4

(∂t + ∂z) (∂t − ∂z)u = 0. This means that ∂ηũ does not

depend on ξ, and thus it is

∂ηũ = g(η) (2.7)

for some function g. Integrating the previous equation over η leads to

ũ(ξ, η) = F (ξ) +

∫
η

g(s) ds =: F (ξ) +G(η) (2.8)
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for some function F. Going back to the initial variables z, t it is

u(z, t) = F (z + ct) +G(z − ct) . (2.9)

In order to solve the problem (2.2), the functions F and G need to be de-

termined by imposing the boundary conditions to the generic solution (2.9).

Given ut(z, t) = F ′(z + ct) − G′(z − ct), from the boundary conditions it

follows that the functions F and G must satisfyF (z) +G(z) = g(z)

F ′(z)−G′(z) = h(z) .
(2.10)

Deriving the �rst equation in Eq. (2.10) and adding it to the second, one

obtains

F (z) =
g(z)

2
+

1

2

∫ z

0

h(s) ds+ k1 (2.11)

and thus, being G(z) = g(z)− F (z)

G(z) =
g(z)

2
− 1

2

∫ z

0

h(s) ds+ k2 (2.12)

where k1 and k2 are arbitrary constants. Substituting Eqs. (2.11) and (2.12)

into Eq. (2.9), leads to

u(z, t) =
1

2
(g(z − ct) + g(z + ct)) +

1

2

∫ z+ct

z−ct
h(y) dy (2.13)

that represents the solution of the problem in Eq. (2.2), i.e. the solution

of the wave equation with Cauchy boundary conditions in one dimension.

Eq.(2.13) is then the sum of a progressive wave and a retrograde wave

moving along the z direction with velocities c and −c, respectively.
It will be seen in the following section that it models the propagation of

sound waves, that is pressure waves.
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2.2 The sound wave equation

To build the equation of propagation for pressure waves, three important

equations must be considered. They are the Euler equation, the continuity

equation, and the state equation.

An ideal compressible �uid is moving within a region E ⊂ R3. Let ρ(x, t)

and v(x, t) denote its density and velocity at x ∈ E at the instant t. Each

x can be regarded as being in motion along the trajectory t → x(t) with

velocity ẋ(t). Therefore, denoting by vi(x, t) the components of v along the

xi-axes, then

ẋi(t) = vi(x(t), t) , i = 1, 2, 3. (2.14)

The acceleration has components

ẍi =
∂vi
∂t

+
∂vi
∂xj

ẋj =
∂vi
∂t

+ (v · ∇)vi (2.15)

where ∇ denotes the gradient with respect to the space variables only. Con-

sider a region G0 ⊂ E with boundary ∂G0 of class C
1. Since G0 is instan-

taneously in equilibrium, the balance of forces acting on G0 must be zero.

The inertial forces due to acceleration, per unit of mass, are∫
G0

ρ (vt + (v · ∇)v) dx . (2.16)

Let p(x, t) be the pressure at x ∈ E at time t. Then the internal forces

due to pressure on G0 are ∫
∂G0

pν dσ , (2.17)

where ν is the unit vector normal to the surface ∂G0 and directed outward.

Therefore for the forces to be balanced it must be∫
G0

ρ (vt + (v · ∇)v) dx = −
∫
∂G0

pν dσ . (2.18)

By Green's theorem ∫
∂G0

pν dσ =

∫
G0

∇p dx , (2.19)
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and thus by the arbitrariness of G0 ⊂ E

ρ [vt + (v · ∇) v] = ∇p in E × R . (2.20)

Assume the following physical, modeling assumptions: (a) the �uid moves

with small relative velocity and small time variations of density. Therefore

second-order terms of the type vivj,xh and ρtvi are negligible with respect

to �rst order terms; (b) heat transfer is slower than pressure drops, i.e., the

process is adiabatic and ρ = h(ρ) for some h ∈ C2(R).

Expanding the function h about the equilibrium pressure p0, renormal-

ized to be zero, gives

ρ = a0p+ a1p
2 + · · · . (2.21)

Assume that the pressure is close to the equilibrium pressure, so that

all terms of higher order are negligible compared to a0p. Including all these

assumptions in Eq. (2.20) yields

∂

∂t
(ρv) = −∇p in E × R . (2.22)

Taking the divergence of both sides leads to

∂

∂t
div(ρv) = −∇2p in E × R . (2.23)

and from the continuity equation one has

div(ρv) = ρt = a0pt . (2.24)

Combining equations (2.22)-(2.24) gives the equation of the pressure in the

propagation of sound waves in a �uid, in the form

∂2p

∂t2
− c2∇2p = 0 in E × R . (2.25)

Eq. (2.25) is the equation of a pressure wave propagating with velocity

c, in the three dimensional space. Taking into account only one dimension
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leads to
∂2p

∂t2
− c2∂

2p

∂z2
= 0 (2.26)

that is the equation of the problem in Eq. (2.2) treated in the previous

section, with solution given by Eq. (2.13). Considering only the general

solution for the progressive wave, this has the form

p(z, t) = f(z − ct) . (2.27)

A possible example of a progressive wave is a sinusoidal wave of ampli-

tude p̄

p(z, t) = p̄ sin [k (z − ct) + φ0] = p̄ sin (kz − ωt+ φ0) (2.28)

where c is the wave velocity, ω is the angular frequency, k = ω/c is the wave

number, and φ0 is a constant phase.

In the model here considered, only progressive plane waves are taken

into account.



Chapter 3

Physics of ultrasound

HIFU is particularly interesting in oncology for its power of heating small

regions over the necrotic level. This feature is the result of the interaction

of pressure waves with the medium. When the amplitude of the ultrasound

is large, the pressure wave propagation is accompanied by nonlinear e�ects.

While the intensities used in diagnostics are of the order of 100mW/cm2,

HIFU intensities are of about 10 kW/cm2.

For these reasons in this chapter it will be illustrated some of the physics

behind the propagation of ultrasound.

3.1 Ultrasound wave

Sound waves are due to the propagation of oscillations, about their mean

position, of the particles in a medium. They do not propagate in vacuum.

Acoustic waves are longitudinal waves, i.e. the particles oscillate about their

mean position in the direction of the wave propagation. On the contrary,

transverse waves are produced by the oscillations of particles in a plane per-

pendicular to the direction of propagation, like sea waves. Longitudinal and

transverse waves are schematically represented in Fig. 3.1. When a sound

wave passes, even though it creates a perturbation in the strength of forces

binding atoms and molecules, the medium can be thought of as a contin-

uum. The reason is that its single constituents can be discerned only when

the wavelength of the perturbation is of the same order of magnitude of

15



3.1. Ultrasound wave 16

the interatomic or intermolecular distances, and this happens at extremely

high frequencies, of the order of 100GHz. Thus, the term particle can be

generally intended as a volume of the medium, which is very small com-

pared to the wavelength and very large compared to the interatomic and

intermolecular distances.

Compression

Direction of wave propagation 

Amplitude

Crest
Trough

Longitudinal
wave

Transverse
wave

Wavelength

Rarefaction

Tissue compression and rarefaction

Figure 3.1: Longitudinal and transverse waves.

When an acoustic wave propagates, the particles oscillate about their

mean position with a particle velocity, di�erent from the wave propagation

velocity, the sound velocity. The particle oscillations induce changes in den-

sity in the neighboring area, that in turn leads to a variation of pressure,

positive (compression) and negative (rarefaction), with respect to the pres-

sure at the equilibrium. This variation is the acoustic pressure, and it is

what is perceived by the human ear, when the frequency of the wave falls

into the audible range, Fig. 3.2, or by transducers.

From the Euler equation, Eq. (2.20), with the (a) and (b) approximations

subsequently stated, in one dimension it is

∂uz
∂t

= − 1

ρ0

∂p

∂z
(3.1)
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Figure 3.2: Sound spectrum.

where uz is the z component of the particle velocity u.

Considering the pressure p as in Eq. (2.28)

p(z, t) = p̄ sin (kz − ωt+ φ0) (3.2)

the previous equation yields to

uz =
1

ρ0c
p . (3.3)

That means that the particle velocity u and the acoustic pressure p are in

phase. The factor of proportionality between the two, 1/ρ0c is de�ned as

the characteristic acoustic impedance Z0, that is a quantity speci�c of the

medium.

The most important e�ect of the interaction of ultrasound with a medium

is the deposition of heat in a given volume. Thus the de�nition of intensity

is needed.

The intensity of an acoustic wave is the amount of energy E that �ows,

in the time unit dt, through a unitary surface dS perpendicular to the

direction of the wave propagation. That is

I =
E

dSdt
=
Fdz

dSdt
= puz (3.4)

where f is the force acting on the surface dS and uz is the z component of

the particle velocity u. And thus

I = p̄ū sin2 (kz − ωt+ φ0) (3.5)
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is the intensity of the acoustic progressive wave propagating along z. What

is usually of interest is the average of the intensity over a period T , and

then

〈I〉 =
1

T
p̄ū

∫ T

0

sin2 (kz − ωt+ φ0) =
1

2
p̄ū =

p̄2

2ρ0c
=
ρ0c

2
ū2 (3.6)

where Eq. (3.3) has been used.

When a propagating acoustic wave passes from a medium to another, it

can be partly transmitted or re�ected depending on the interface and the

physical properties of the two media.

A pressure plane wave of amplitude p̄ traveling in the direction of the

positive z, from a medium with characteristic acoustic impedance Z01 =

ρ1c1 to a medium with characteristic acoustic impedance Z02 = ρ2c2, and

impinging perpendicularly on a plane surface separating the two media, will

be partly transmitted and partly re�ected.

The re�ection and transmission coe�cients are de�ned as the fraction

of the incident amplitude that is re�ected back and the fraction that passes

through the surface

r =
p̄r
p̄i

τ =
p̄t
p̄i

(3.7)

where the subscripts i, r, and t indicate the incident, re�ected, and trans-

mitted quantity respectively, as shown in Fig. 3.3.

Figure 3.3: Incident, re�ected, and transmitted pressure.

Given the relation in Eq. (3.3), the pressure can be expressed in terms

of the velocity and thus, in order to have a net null force acting on the

interface it must be
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p̄i − p̄r
Z01

=
p̄t
Z02

(3.8)

where it has been taken into account that the re�ected wave travels toward

the negative z. The transmission and re�ection coe�cients of the pressure

for a plane wave in terms of the acoustic impedance are then

r =
Z02 − Z01

Z02 + Z01

=
1− Z01/Z02

1 + Z01/Z02

(3.9)

τ =
2Z02

Z02 + Z01

=
2

1 + Z01/Z02

. (3.10)

Those coe�cients have been explicitly mentioned because they are cru-

cial for the simulation.

Figure 3.4: Incident, re�ected, and transmitted pressure waves with: a) r = 1 and τ = 2;
b) r = 1 and τ = 1/2

A plus sign of the re�ection coe�cient means that the re�ected wave is

in phase with the incident wave, while a minus sign means phase opposition.

Thus, to a compression of the incident wave corresponds a rarefaction in

the re�ected one. On the other hand the transmission coe�cient is always

positive, meaning that at the interface the pressure of the transmitted wave

is always in phase with the incident one. From (3.10) follows that for Z02 >

Z01 it is τ > 1. In Fig. 3.4 are depicted pressure waves with r = 1 and τ = 2,

a), and r = −1 and τ = 0.5, b). However the conservation law applies to

energy, and both wave amplitude and wave velocity determine the energy
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�ow through a surface in the time unit, i.e. the intensity. Then, in terms of

intensity there should be a net balance. Eq. (3.6) together with (3.9) leads

to the coe�cients of re�ection and transmission for the intensity

τI =
It
Ii

=

(
Z01

Z01

)
τ 2 rI =

Ir
Ii

= r2 (3.11)

that is

r =

(
Z02 − Z01

Z02 + Z01

)2

=

(
1− Z01/Z02

1 + Z01/Z02

)2

(3.12)

τ =
4Z01Z02

(Z02 + Z01)2
=

4Z01/Z02

(1 + Z01/Z02)2
. (3.13)

from which it can be seen that in both cases Z02 << Z01 and Z02 >> Z01

the transmitted acoustic intensity (energy) tends toward zero.

At interfaces where there is little di�erence in acoustic properties, the

transmission coe�cient is close to unity. With the exception of fat, air,

and bone, most tissues in the human body have acoustic properties similar

to those of water. Aqueous media are therefore optimal for transmitting

ultrasound energy from the transducer into the body, and re�ections at

tissue interfaces are generally weak.

3.2 Interaction of ultrasound with a medium

The sound wave that propagates through a medium progressively loses

energy. Basically there are two causes: the absorption, that is the conversion

of the mechanical energy carried by the wave into heat, and scattering,

that determines a partial di�usion of the energy along directions di�erent

from the direction of propagation. In total, the density of energy lost in

propagating through a medium of thickness dz is

dI = −2αI(z)dz (3.14)

which is

I(z) = I0e
−2αz (3.15)
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where α is the attenuation coe�cient and I0 is the intensity at the origin

z = 0.

For most tissues, the attenuation coe�cient is related to the ultrasound

frequency via a power law of the form

α = α0f
η (3.16)

where α0 and η are tissue-speci�c constants [19].

In addition, in the ultrasound region and especially at the frequencies

used in medicine, there are non-negligible dissipative e�ects. These e�ects,

speci�c for the considered medium, are mainly due to viscous and thermal

e�ects.

The heat produced per unit of volume by the wave that loses its energy

according to (3.14), neglecting the scattering, is

H = −dI
dz

= 2αI (3.17)

where α is the attenuation coe�cient introduced in Eq. (3.14). Assuming

no heat loss, the local rise of temperature would be

∂T

∂t
=

H

ρ0Cp
=

2αI

ρ0Cp
(3.18)

where Cp is the speci�c heat capacity at constant pressure. The above

equation is certainly too naive to describe what happens in a real biological

tissue. The local increase of temperature with respect to the environment

can induce non-negligible heat transfers toward regions at a lower tempera-

ture. One of the responsibilities of the vascular system is to distribute heat

transferring it from warmer to cooler regions, with the process of perfusion.

Pennes' equation [20] describes the heat transfer in a biological medium with

a heat source and a cooling process, taking into account for both thermal

di�usion and perfusion

∂T

∂t
=

k

ρ0Cp
∇2T − w

ρ0
T +

H

ρ0Cp
(3.19)
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where k is the thermal conductivity (W m−1K−1), Cp is again the speci�c

heat capacity (J kg−1K−1), and w is the perfusion rate (kg m−3s−1).

Thus the Pennes' or bioheat transfer (BHT) equation, Eq. (3.19), will

be solved in Section 4.1.2 in order to compute the temperature reached in

the target region to induce the thermal ablation of the tumor tissues.

3.3 Propagation of wave with �nite amplitude

When the amplitude of the acoustic wave is small enough, the particle

velocity and the density changes are negligible with respect to the sound

velocity and the density at the equilibrium. The main practical consequence

is that the velocity of propagation is constant in the medium. However,

when the wave amplitude (and thus the intensity) is large, the changes in

particle velocity and density are not negligible and some non-linear e�ects

need to be taken into account. These phenomena introduce mathematical

complications that are bypassed by treating special cases, like a progressive

plane wave.

Given the solution of the linear equation (2.25) for the acoustic pressure

p = p0f(z−ct) found in Eq. (2.27), it can be demonstrated that the solution

for a nonlinear progressive plane wave is given by

p = p0f (z − (c+ βu)t) (3.20)

where β is the nonlinear coe�cient. There are two physical e�ects deter-

mined by the term βu in (3.20): a convective nonlinearity and a nonlinearity

due to the intrinsic properties of the medium, both of which determine dif-

ferent regions of the wave to propagate with di�erent velocities. Namely,

peaks move faster than troughs. The result is a distortion of the initial

sinusoidal wave that increases with the distance traveled into the medium,

as shown in Fig. 3.5. The distorted wave has a markedly di�erent frequency

content than the initial sine wave. The curve c) represents the maximum

distortion, which corresponds to a quasi-continuous frequency spectrum.

Beyond the distance where the maximum distortion occurs, the shock dis-

tance, the energy absorption from the medium progressively reduces the
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amplitude of the wave until the initial wave form is reached. At this point

the nonlinear distortion becomes negligible again.

The contributions of the two afore mentioned nonlinear e�ects result in

a propagation velocity, in a liquid, given by

c = c0 +

(
1 +

B

2A

)
u (3.21)

where A and B are the coe�cients of the �rst and second order terms of the

Taylor series expansion of the equation relating the pressure of the material

to its density, and c0 is the small-signal sound velocity, i.e. the velocity of a

sound wave of in�nitesimal amplitude. Introducing the nonlinear coe�cient

β = 1 +
B

2A
(3.22)

Eq. (3.21) becomes

c = c0 + βu . (3.23)

The shock distance (or discontinuity length), is given by [21]

Lshock =
1

βεk
=
c20
2π

1

βuf
=

(
ρ0c

3
0

2π

)
1

βp0f
(3.24)

where ε = u/c0 is the Mach number, k = ω/c0 = 2πf is the wave number,

f is the wave frequency, and p0 is the amplitude of the acoustic pressure at

the source.

The Khokhlov-Zabolotskaya-Kunetsov (KZK) equation [22, 23] models

the propagation of a pressure wave of �nite amplitude taking into account

the nonlinear e�ects mentioned in Section 3.2.

A sound beam of �nite amplitude radiated by an axisymmetric source in

the plane z = 0 and propagating through a thermoviscous �uid, is described

by the KZK equation in cylindrical coordinates as

∂2p

∂z∂t′
=
c0
2

(
∂2p

∂r2
+

1

r

∂p

∂r

)
+

δ

2c30

∂3p

∂t′3
+

β

2ρ0c30

∂2p2

∂t′2
(3.25)

where p is the sound pressure, z and r the axial and transverse radial coor-
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Figure 3.5: Shock wave formation.

dinates, ∂2/∂r2 +(1/r) ∂/∂r = ∇2
⊥ is the transverse Laplacian, t′ = t−z/c0

is the retarded time, c0 is the small-signal sound velocity, δ is the di�usivity

of sound in a thermoviscous �uid, β is the coe�cient of nonlinearity, and ρ0

is the equilibrium density of the �uid.

It is convenient to reason in terms of variations of pressure relative to

the pressure at the equilibrium, and thus to introduce

p′ = p− p0 . (3.26)

Applying the following substitutions [24]

P =
p′

p0
σ =

z

d
ρ =

r

a
τ = ω0t

′ = 2πt′ (3.27)
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and integrating in time, Eq. (3.25) becomes the dimensionless

∂P

∂σ
=

1

4G

∫
∇2
⊥P dτ + A

∂2P

∂τ 2
+NP

∂P

∂τ
(3.28)

where A = α0d is the absorption parameter, N = d/z̄ is the nonlinearity

parameter, and G = z0/d is the linear focusing gain at angular frequency ω0.

α0 = δω2
0/2c

3
0 is the thermoviscous coe�cient, z̄ = ρ0c

3
0/βω0p0 is the plane

wave shock distance at angular frequency ω0 = 2πf de�ned in Eq. (3.24),

z0 = ω0a
2/2c0 is the Rayleigh distance at angular frequency ω0, and a is the

source radius. The easiest way to describe an acoustic �eld produced by a

circular transducer is to consider it as a plane wave of the same diameter

of the transducer in the near �eld and then as an expanding spherical wave

in the far �eld, the Fresnel and the Fraunhofer regions in Fig. 3.6). The

transition occurs at the Rayleigh distance [25].

Farfielda Nearfield

Plane wave Spherical
spreading

Figure 3.6: Schematic view of the axial section of the acoustic �eld produced by a circular
transducer of diameter 2a.

Thus the solution of Eq. (3.28) (KZK) is the purpose of the code that

will be described in Chapter 4.



Chapter 4

GUI, Script & Co.

As already mentioned in the Introduction, the long term goal of the

project I worked on is to provide the physicians experimenting HIFU therapy

with a simulation tool able to estimate the heating e�ects of a planned

treatment, in order to minimize possible damages to the patient's body.

As part of this project, the �rst step of this thesis work concerned the

development of a graphic user interface (GUI) to allow a management of

the simulation input parameters with no need to access the code.

Secondly, in order to better reproduce the real experimental systems, the

original model [26,27] has been extended. Instead of just the water in which

the transducer is immersed the extended model may take into account an

arbitrary number of media and a thickness of equivalent tissue, as depicted

in Fig. 4.1.

Finally, a validation of this multi-layered model has been performed by

comparing the results obtained with the original model and with experi-

mental data.

4.1 The model

The code I worked on is an open source package released by Dr. Sone-

son [26] which is described in [27]. It consists of a collection of scripts and

functions based on Matlab. They simulate HIFU produced by a continuous

wave transducer, and its heating e�ects.

26
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Figure 4.1: Sketch of the lateral view of the simulated original apparatus. From the left:
in dark blue the annular transducer, in light blue the water in which it is immersed, in
light red the equivalent tissue, in yellow the target. The distance between the transducer
and the interface water/equivalent tissue is 5 cm and the distance between the interface
and the target is 3 cm. The origin of the axes lies in the center of the transducer and at
its surface.

The two main scripts are devoted to the computation of a numerical

solution for the KZK and the BHT equations. The output obtained by the

�rst is the density of energy lost by the pressure wave and transferred to the

traversed media, H. As mentioned in Chapter 3, this quantity is an input

parameter for the solution of the BHT equation which models the changes

of temperature with time during a sonication.

4.1.1 KZK

As reported in literature [29], the KZK equation

∂P

∂σ
=

1

4G

∫
∇2
⊥Pdτ + A

∂2P

∂τ 2
+NP

∂P

∂τ
. (4.1)

is solved by discretizing P (ρ, σ, τ) both in space and time. The source

condition is written in the form

p = p0F (r, t) at z = 0 , (4.2)
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where p0 is the characteristic source pressure and F (r, t) de�nes the time

dependence as a function of radial position. The initial condition for the

pressure of the sound wave at the transducer surface is an uniform distribu-

tion with an initial phase shift corresponding to a quadratic approximation

of a spherically converging wave [30].

The main loop

The sound pressure is expanded as a Fourier series

P (σ, r, τ) =
K∑

k=−K

p̂k(σ, r)e
−ikτ (4.3)

where p̂k is the complex amplitude of the k-th harmonic, the maximum num-

ber of harmonics to be taken into account in the expansion, K, is an input

parameter, so that the accuracy can be tuned according to the required

speed of computation.

Substituting Eq. (4.3) into the linear part of Eq. (4.1) leads to a set of

coupled equations
∂p̂k
∂σ

+
ic0
2
∇2
⊥p̂k + αkp̂k = 0 , (4.4)

solved numerically. In Eq. (4.4) c0 is the small-signal speed of sound, r is the

radial coordinate, ∇2
⊥ = ∂2/∂r2 + (1/r) ∂/∂r is the transverse Laplacian, σ

is the axial coordinate introduced in Eq. (3.27), and Re(αk) and Im(αk) are

the absorption and dispersion coe�cients. The intensity of the computed

solution of Eq. (4.1) with the dimensionless pressure P expanded in the

Fourier series can be written as

I(r, z) =
1

2ρ0c0

K∑
k=1

|p̂k|2 (4.5)

and the corresponding density of energy lost, de�ned in Eq. (3.17) is

H(r, z) =
1

ρ0c0

K∑
k=1

|p̂k|2 (4.6)
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Figure 4.2: Flowchart of the algorithm.

Where:

KZK:
∂P

∂σ
=

1

4G

∫
∇2

⊥P dτ +A
∂2P

∂τ2
+NP

∂P

∂τ

Time Integral:
∂P

∂σ
=

1

4G

∫
P dτ

Nonlinear Term:
∂P

∂σ
=
∂P

∂σ
= NP

∂P

∂τ

Second Order Derivatives:
∂P

∂σ
= ∇2

⊥

(
1

4G

∫
P dτ

)
BHT:

∂T

∂t
=

k

ρ0Cp
∇2T − w

ρ0
T +

H

ρ0Cp

The �ow chart reported in Fig. 4.2 schematically describes the phases

of the actual computation.

Assuming that the integration steps are su�ciently small, the linear and
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nonlinear e�ects are decoupled and thus they can be solved with di�erent

and more appropriate techniques (operator splitting [29]).

The computational grid is de�ned on the base of the focal length of the

system, the radius of the transducer, and the maximum of the linear gain G

of the materials, mentioned at the end of Section 3.3. The number of axial

nodes in each material is in turn given by the ratio of the layer depth and

the focal length times the step size.

For each axial node, a loop over the radial nodes is entered where the

pressure P is expressed as a Fourier expansion in the time domain with the

inverse Fast Fourier Transform. Then both the integral over time

∂P

∂σ
=

1

4G

∫
∇2
⊥Pdτ (4.7)

and the nonlinear term
∂P

∂σ
= NP

∂P

∂τ
(4.8)

are computed. The term in Eq. (4.7), exploiting that space and time are

disentangled in the Fourier expansion, is �rst integrated over time and af-

terward the Laplacian is computed.

The integration is performed with the trapezoidal method. The nonlin-

ear term in Eq. (4.8), being a perturbation with respect to the linear terms,

is computed only when the amplitude of the solution is not negligibly small.

In this case the amplitude itself is used to determine the number of steps

required to respect the stability condition and keep the upwind/downwind

method stable.

The nonlinear term can be seen as an inviscid mono dimensional Burger's

equation in which the spatial and temporal partial derivatives are inter-

changed

ut + uux = 0 → uut + ux = 0 . (4.9)

The �nite di�erence methods used to solve this equation are based on the

idea of writing it in the form

ut + ∂x

(
u2

2

)
= 0 (4.10)
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and so the upwind/downwind scheme at the �rst order can be written as

un+1
j = unj −

∆t

∆x

1

2

(
(u2)nj+1 − (u2)nj

)
(4.11)

un+1
j = unj −

∆t

∆x

1

2

(
(u2)nj − (u2)nj−1

)
(4.12)

and the stability condition is given by∣∣∣∣∆t∆x
umax

∣∣∣∣ ≤ 1 . (4.13)

[31].

At this point the solution is transformed back to the frequency domain,

the loop over the radial nodes is over, and then the actual computation at

the current axial node is performed. According to [29], two di�erent meth-

ods are used to compute the Laplacian in Eq. (4.7) for the region near the

transducer surface and beyond it. The reason is that in the near �eld, be-

cause of di�raction e�ects, the solution is rapidly oscillating. It is then used

a second order diagonally implicit Runge-Kutta method (DIRK) [32] that

allows larger integration steps with respect to the backward-Euler scheme

traditionally used. In this way a reasonable speed in computation is allowed

while preserving the stability. Beyond the near �eld the Crank-Nicolson

(CN) method is used. Consistently, the same two methods, DIRK and CN,

are used to solve the second order time derivatives in the absorption term.

In a temporary matrix the quantity is stored

K∑
k=0

Re(αk) |p̂k|2 (4.14)

where p̂k are the coe�cients of the Fourier expansion in Eq. (4.3). Thus

Eq. (4.14) is proportional to the density of energy lost reported in Eq. (4.6)

through the normalization factor 1/ρ0c0, for each axial node reached in

the computation. Its rows and columns correspond to the radial and axial

nodes, respectively.

The above description refers to the calculation that occurs at each axial

node. This calculation is then repeated until the last axial node, i.e. the
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whole focal length, is reached.

The original code models an annular transducer immersed in water fol-

lowed by a phantom gel, as sketched in Fig. 4.1. Thus during the compu-

tation of the solution on the axial nodes, the interface water/gel is encoun-

tered. As mentioned in Section 3.1 only the fraction of amplitude transmit-

ted has to be taken into account in the following computation. The main

loop, in this case of two layers, is divided into two loops accounting for the

amount of axial nodes contained in the layer of water and the amount of

axial nodes contained in the phantom volume.

Reminding that the KZK equation, Eq. (3.28) for which the solution has

just been numerically computed, is dimensionless

P =
p

p0
, (4.15)

the calculated pressure has to be normalized for the value of the pressure

at the �rst axial node.

In order to compute the density of energy lost, H, Eq. (4.14) needs to

be multiplied by the material-dependent parameters 1/ρ0c0. However, from

Eq. (4.15), the additional factor p20 is needed.

4.1.2 BHT

The time evolution of the temperature is modeled by the Pennes' bioheat

transfer equation (BHT), as mentioned in Section 3.2,

∂T

∂t
=

k

ρ0Cp
∇2T − w

ρ0
T +

H

ρ0Cp
(4.16)

where k is the thermal conductivity (W m−1K−1) Cp is the speci�c heat

capacity (J kg−1K−1), and w is the perfusion rate (kg m−3s−1). The source

term is then the output of the previous script, H, that is the density of

energy lost by the pressure wave.

The BHT equation is solved by a second order discretization with Dirich-

let boundary conditions, and the scheme used to evolve the solution in time

is a second-order implicit Runge-Kutta method [27].
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The time step used in the scheme is de�ned on the basis of the sonication

protocol adopted by the user. A single sonication is actually made of several

short pulses followed by brief intervals of cooling down. This sequence of

pulses is then followed by several seconds of cooling down. Generally, a

check of the ablation resulting from the sonication is made with the imaging

system adopted.

The output of this script is then a curve of temperature vs time, a

temperature map in the focal region, and the thermal dose in the focal

region.

4.2 The extension of the model

The goal of this phase of the work was the extension of the original

model [26, 27] in order to make a step further toward the simulation of a

progressively more realistic model.

After a su�cient comprehension of the problem and of the code at hand,

it was possible to decide how to extend the model.

The �rst step was the introduction of an arbitrary number of layers of

di�erent materials that the pressure wave needs to traverse before reaching

the target area. However, it was chosen a safe approach preserving the

structure of the code. In order to repeat the same computation several

times, the linearity of the code was broken and parts of it were set into

external functions that can be called at the proper time. In particular, the

main loop described above in Section 4.1.1 needs to be globally repeated for

a number of times equal to the number of layers in which the focal length

is divided. The total number of axial nodes is calculated on the base of

the maximum value of the linear amplitude gain parameter G of all the

materials composing the layers, like in the original model. In addition, the

fraction of nodes laying in the single layer depends on the fraction of the

focal length represented by the thickness of the layer itself.

As already mentioned, the pressure amplitude that is the amplitude of

the computed solution in a dimensionless form, transmitted at an interface

is related to the amplitude of the impinging wave through the transmission
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coe�cient de�ned in Eq. (3.7) and expressed in Eq. (3.10) as function of

the acoustic impedances of the two media forming the interface. Thus the

solution computed at the last node of a material must be multiplied by the

corresponding transmission coe�cient before being used as starting point

for the loop over the axial nodes of the next layer.

As a consequence of the segmentation of the thickness of water into

several layers, in renormalizing the temporary matrix of Eq. (4.14) one has

to take into account the di�erent values of the parameters for the di�erent

materials, namely the density ρ and the small-signal sound velocity c0.

The BHT script was quite simple to extend because it was su�cient

to divide the columns of the matrix H corresponding to each layer for the

appropriate constants ρ0 and Cp.

4.3 GUI

The GUI has been developed with GUIDE (Graphic User Interface De-

velopment Environment) Matlab tool. Its purpose is to easily change the

simulation inputs according to the apparatus at hand.

In order to give an idea of its functioning, a picture of the GUI is shown

in Fig. 4.3 with several phases of the simulation. To make this statement

even more clear, its sequence is here described.

At �rst, a magnetic resonance (MR) scan of the patient is loaded to

compare the output thermal dose with the input scan (this function will

be later implemented). Referring to Fig. 4.3, the system menu icon at the

top of the window allows to load the desired image, which is shown in the

bottom right corner of the window. In principle this does not need to be

done as �rst step, but it has been written in this order keeping in mind the

long term goal of the project: the use of the patient's scan to automatically

get information about the amount and type of layers the HIFU beam will

pass through to reach the target region.

The input parameters are entered in the dedicated frames, at the top

left, divided in parameters related to experimental geometry (i.e. the focal

distance, and the inner and outer radii of the transducer) and in parameters
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Figure 4.3: Snapshot of the GUI with several phases of the simulation at the same time.
In red: the system menu to choose the MR image, shown in the bottom right corner.
Top left: the frame Transducer parameters with the input parameters related to the
sound wave source: the inner and outer radii, and the focal depth (all in cm), with the
corresponding sketch, and the power and frequency parameters. Bottom left: a scroll box
for the printout messages. Middle bottom: a progress bar - in a separate window � shows
the percentage of computation performed, for each layer. Bottom right: the loaded MR
image. Top right: a frame containing the output plots. With toggle buttons one can
choose the plot to be visualized and toggle among all the others. Center: check-box and
buttons for other options.

regarding the transducer itself (i.e. the power applied and the frequency of

the produced sound wave). As in the future more geometries of transducers

might be introduced, a double check has been created by showing a scaled

sketch of the geometry of the entered parameters. This sketch is visualized

by clicking on the OK button in the transducer frame. Clearly the button

RESET resets all the �lled �elds.

The START button is bond to the main script that manages the calls

to the KZK and BHT calculation. The BHT button sets a �ag that is read

in the just mentioned main script, and the BHT simulation is called.

Ticking the check-box enables the visualization of all the output plots
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in the plot frame. It is possible to toggle from one to another by using the

appropriate toggle button.

The progress of the calculation is shown in the progress bar. This has

been placed in an external window in order to attract more attention from

the user since the main window occupies the whole screen. The length of

the progress bar increases together with the fraction of axial nodes where

the computation just occurred, for each layer.

All the printout messages are progressively stored in an array of strings

whose elements are shown at the same time. The choice of this kind of

variable was dictated by the importance of keeping track of those messages.

At the moment the messages shown are the size of the axial and radial

node steps in cm, the linear gain and nonlinear coe�cients, and the MR

image �le name. In addition, during the computation of the KZK equation,

the time needed to advance of a certain spatial distance toward the target

is visualized. Afterward, it is shown the time needed to advance in the

computation of the solution of the BHT equation.



Chapter 5

Validation

A �rst step in validating the extended multi-layer model here developed,

is a comparison of data with the output of the original algorithm.

Although not yet completed, a comparison between the multi-layer model

and experimental data is also carried on.

5.1 Multilayer vs Original

In order to validate the changes with respect to the original algorithm,

a comparison of data is made between the two models. The comparison is

both qualitative and quantitative.

For a qualitative comparison the plots of relevant physical quantities are

here shown, coupled between the original (left) and the multi-layer model

(right). The plots are obtained under the following conditions:

original model: one layer of water 5 cm thick; then a layer of gel mimick-

ing an equivalent tissue 3 cm thick. The total number of axial nodes

is 1491, that is considered a good compromise between computational

speed and accuracy.

multi-layer model: three layers of water of thickness of 2, 2, and 1 cm,

for a total of 5 cm; then a layer of gel mimicking an equivalent tissue

3 cm thick. The total number of axial nodes is the same, 1491, to be

consistent and carry on the comparison.

37



5.1. Multilayer vs Original 38

0 2 4 6 8 10 12
0

500

1000

1500

2000

2500

z (cm)

I (
W

/c
m

2 )

Axial intensity, J

0 2 4 6 8 10 12
0

50

100

150

200

250

300

350

400

450

z (cm)

I (
W

/c
m

2 )

Axial intensity (orig)

Figure 5.1: Comparison of the density of energy lost by the wave in the time unit, in the
original (left) and the extended (right) models.

� Fig. 5.1 shows the plot corresponding to the density of energy lost by

the traveling wave, in the time unit.

1. the peak is located about the focal distance of 8 cm, that means

inside the phantom object, 3 cm downstream the interface wa-

ter/gel;

2. for the acoustic waves water is transparent, as the null plateau

up to 5 cm shows;

3. the small asymmetric peak at 5 cm from the source corresponds

to the water/gel interface.

� Pressure wave intensity plots 5.2

1. the plot represents the intensity of the wave propagating though

the medium. The intensity is related to the wave amplitude

through Eq. (3.6);

2. the main peak occurs at the focal length of 8 cm, 3 cm inside the

phantom object;

3. as noted about Fig. 5.1, a small jump is present at the water/gel

interface. However, the magnitude is smaller by a factor 2α,

where α is the absorption coe�cient de�ned in Eq. (3.16).
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Figure 5.2: Comparison of the wave intensity, in the original (left) and the extended
(right) models

Quantity Model
Peak

position (cm)
Max value FWHM (cm)

H (W/cm3)
Original 7.77 965.82 1.08

Multi-layer 7.76 977.504 1.07

I (W/cm2)
Original 7.59 2.36x103 1.46

Multi-layer 7.59 2.34x103 1.46

Table 5.1: Quantitative comparison the density of energy lost per time unit, H, and
pressure wave intensity, I, for the original and the multi-layer models.

For a quantitative comparison, Table 5.1 reports position, height, and

full width at half maximum (FWHM) of the heating rate H and intensity

I.

Between the two models there are no approximations involved. In fact

the solution propagates over the same distance, and the interfaces added

by the segmentation of the water layer lie in the same material. Thus, in

principle, there is no di�erence in the transmission coe�cients between the

two models and actually the plots and the table show good agreement in

the computations of the two models.

In Fig. 5.3, 5.4, and 5.5 are shown the output plots of the BHT script,

on the left the original model and on the right the extended model. There

is a good agreement between the two models.
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Figure 5.3: Comparison of the contour plots of the temperature reached in the focus, in
the original (left) and the extended (right) models.
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Figure 5.4: Comparison of the thermal dose in the focus, in the original (left) and the
extended (right) models.
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Figure 5.5: Comparison of the temperature vs time, in the original (left) and the extended
(right) models.

Stability of the scheme

An additional test is made and involves the stability of the scheme.

The computational grid is re�ned in order to compare the two models as a

function of the axial number of nodes, with the radial direction neglected

the radial direction.

In Fig. 5.6 the behaviors of H are compared. The plots of H obtained in

the two models by multiplying the total number of axial nodes by a factor

2, 3, 4, and 10 are superimposed. To better appreciate the di�erences, a

zoom of the peak region is reported in Fig. 5.7.

The main features of the plots are : a di�erence that occurs in the peak

height in function of the reference grid and the solutions of the two models

that tend to a common value, with a step decrease corresponding to the

increase of the number of nodes.

The approximation made by a numerical scheme is regarded to tend to-

ward zero with the discrete reaching the continuum and correspondingly,

the computed solution to tend toward zero with the discrete reaching the

continuum. Correspondingly, the computed solution tends toward the an-

alytical solution. Since the KZK equation, Eq. (3.28), has no analytical

solution, it can be assumed that re�ning the computational grid implies an

improvement of the computed solution.
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The increments of the peak heights are reported in Fig. 5.8. For both

models they show a non divergent behavior.

Within the multi-layer extension, an increase in the segmentation of the

water layer that does not a�ect the solution can be considered a further test

for its validation.
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Figure 5.6: Multi-layer model, density of energy re�ning the computational grid.

5.2 Experimental Data

For a future validation of the code with experimental data, some mea-

surements of sonication have been aqcuired from the Istituto di Bioimmagini

e Fisica Molecolare of CNR-LATO, in Cefalù.

The apparatus consists of the InSightec ExAblater 2100 which provides

HIFU in combination with magnetic resonance imaging (MRIgFUS). The

transducer is immersed in a volume of water, on top of which a phantom

object lies, as indicated in Fig 5.9.

The characteristics of the materials are shown in Tab. 5.2.
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Figure 5.7: Multi-layer model, zoom on the peak of the density of energy re�ning the
computational grid.
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Figure 5.8: Di�erence between one step and the next in the computational grid re�ning.
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z

5cm

Figure 5.9: Sketch of the experimental setup, axial view. The transducer lies water, then
there is the phantom gel.

The layer of water is necessary to completely transmit to the phantom

object the pressure wave produced by the transducer, assuring the absence

of gas between the two materials. In addition, the water is degassed so that

cavitation is avoided.

The only way to measure temperature non-invasively is to extract it

from magnetic resonance scans. This kind of scans are fast sequences of

images of the same slice. The recorded signal is a complex value and, for

each instant, a triplet of the images acquired: the real and imaginary parts,

and the absolute value of the signal.

A phase can be de�ned

Φ = arctan

(
Im(x, y)

Re(x, y)

)
, (5.1)

where Im(x, y) and Re(x, y) are the values of the pixel in the (x, y) position

of the real and imaginary images.

The variations of this phase are related to the variations of temperature,
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Water

small-signal sound speed c 1482 ms−1

mass density ρ 1000 kg m−3

absorption at 1MHz α 0.217 dBm−1

exponent of absorption vs
frequency curve

η 2 ���

nonlinear parameter β 3.5 ���
speci�c heat capacity Cp 4180 J kg−1K−1

thermal conductivity k 0.6 W m−1K−1

perfusion rate w 0 kg m−3s−1

thickness z 5 cm

Phantom gel

small-signal sound speed c 1600 ms−1

mass density ρ 1060 kg m−3

absorption at 1MHz α 68 dBm−1

exponent of absorption vs
frequency curve

η 1 ���

nonlinear parameter β 4.8 ���
speci�c heat capacity Cp 3850 J kg−1K−1

thermal conductivity k 0.55 W m−1K−1

perfusion rate w 18 kg m−3s−1

Table 5.2: Parameters of the experimental setup at IBFM CNR-LATO.

∆T , through the relation

∆Φ = αγpB0TE∆T , (5.2)

where α is a magnetic constant whose value for water is α = 0.01ppm/°C,

γp = 2.675 × 108 is the gyromagnetic ratio of the proton, B0 = 1.5T is

the static magnetic, and TE = 12.74× 10−3 is the echo time, a parameter

depending on the type of magnetic scan performed. The phases of the

sequence of a number n of images are subtracted from the �rst image phase

Φ0, taken as a reference.

The total temperature increase is then

∆T =
n−1∑
i=1

∆Ti , (5.3)

where ∆Ti is the temperature di�erence of the i-th image with respect to
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the reference image.

If the initial temperature Ti in known, the �nal temperature reached is

Tf = Ti + ∆T . (5.4)

Even though the procedure is quite general and straightforward, it is

not trivial to have the correct images.

This analysis has been applied to a sequence of magnetic resonance scans

performed to monitor the result of a sonication applied to the experimental

setup described above.
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Figure 5.10: The temperature variation.

In Fig. 5.10 there is the plot of the corresponding extracted temperature.

The reference temperature is 23.5 °C.

The next step is the simulation of the same setup and the comparison

of the results.



Chapter 6

Conclusions

This thesis work started with a preliminary study of the fundamentals of

nonlinear acoustics and the numerical techniques used to solve the complex

equations that model the propagation of pressure waves of �nite amplitude.

This acquired background allowed the comprehension of the chosen preex-

isting simulation code, and thus its extension.

The work covered also the study of the medical applications of HIFU, the

clinical and experimental setups, and the analysis of the results extracted

from the output images.

It was also required the development of a graphic user interface to easily

change the simulation inputs according to the apparatus at hand.

Being carried out in the context of a stage at Istituto Superiore di Sanità,

this work contributed to acquire new knowledges in a frontier �eld. ISS has

to carry on research work so that it can ful�ll its mission to protect public

health by guaranteeing homogeneity in the quality of treatments o�ered by

the facilities operating with HIFU nationwide.
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Appendix A

GUI code

f unc t i on varargout = second_geom ( vararg in )
% SECOND_GEOM MATLAB code f o r second_geom . f i g
% SECOND_GEOM, by i t s e l f , c r e a t e s a new SECOND_GEOM or r a i s e s the e x i s t i n g
% s i n g l e t on * .
%
% H = SECOND_GEOM returns the handle to a new SECOND_GEOM or the handle to
% the e x i s t i n g s i n g l e t on * .
%
% SECOND_GEOM( 'CALLBACK' , hObject , eventData , handles , . . . ) c a l l s the l o c a l
% func t i on named CALLBACK in SECOND_GEOM.M with the given input arguments .
%
% SECOND_GEOM( ' Property ' , ' Value ' , . . . ) c r e a t e s a new SECOND_GEOM or r a i s e s the
% ex i s t i n g s i n g l e t on * . S ta r t i ng from the l e f t , property value pa i r s are
% app l i ed to the GUI be fo r e second_geom_OpeningFcn ge t s c a l l e d . An
% unrecognized property name or i n v a l i d value makes property app l i c a t i on
% stop . Al l inputs are passed to second_geom_OpeningFcn via vararg in .
%
% *See GUI Options on GUIDE' s Tools menu . Choose "GUI a l l ows only one
% ins tance to run ( s i n g l e t on ) " .
%
% See a l s o : GUIDE, GUIDATA, GUIHANDLES

% Edit the above text to modify the response to help second_geom

% Last Modif ied by GUIDE v2 . 5 31−Mar−2015 18 : 13 : 58

% Begin i n i t i a l i z a t i o n code − DO NOT EDIT
gui_Singleton = 1 ;
gui_State = s t ru c t ( 'gui_Name ' , mfilename , ...

' gui_Singleton ' , gui_Singleton , ...
' gui_OpeningFcn ' , @second_geom_OpeningFcn , ...
' gui_OutputFcn ' , @second_geom_OutputFcn , ...
' gui_LayoutFcn ' , [ ] , ...
' gui_Callback ' , [ ] ) ;

i f narg in && i s cha r ( vararg in {1})
gui_State . gui_Callback = s t r 2 func ( vararg in {1}) ;

end

i f nargout
[ varargout {1 : nargout } ] = gui_mainfcn ( gui_State , vararg in { : } ) ;

e l s e
gui_mainfcn ( gui_State , vararg in { : } ) ;

end
% End i n i t i a l i z a t i o n code − DO NOT EDIT
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% −−− Executes j u s t be f o r e second_geom i s made v i s i b l e .
f unc t i on second_geom_OpeningFcn ( hObject , eventdata , handles , vararg in )
% This func t i on has no output args , s ee OutputFcn .
% hObject handle to f i g u r e
% eventdata r e s e rved − to be de f ined in a fu tu r e ve r s i on o f MATLAB
% handles s t ru c tu r e with handles and user data ( see GUIDATA)
% vararg in command l i n e arguments to second_geom ( see VARARGIN)

g l oba l str ing_message ;
str ing_message = {} ;

path ( ' . . ' , path ) ;

%%% f i e l d s ' i n i t i a l i z a t i o n

% transducer ' s sketch
c l a ( handles . trans_axes , ' r e s e t ' ) ;
s e t ( handles . trans_axes , ' Vi s i b l e ' , ' o f f ' ) ;

% text
s e t ( handles . text_message , ' St r ing ' , ' ' ) ;

% waveform , r a d i a l and ax i a l p l o t s
c l a ( handles . axes_waveform , ' r e s e t ' ) ;
s e t ( handles . axes_waveform , ' Vi s i b l e ' , ' on ' ) ;
s e t ( handles . axes_waveform , 'Tag ' , ' axes_waveform ' ) ;

c l a ( handles . axes_p_vs_r , ' r e s e t ' ) ;
s e t ( handles . axes_p_vs_r , ' Vi s i b l e ' , ' o f f ' ) ;
s e t ( handles . axes_p_vs_r , 'Tag ' , ' axes_p_vs_r ' ) ;

c l a ( handles . axes_i_vs_r , ' r e s e t ' ) ;
s e t ( handles . axes_i_vs_r , ' Vi s i b l e ' , ' o f f ' ) ;
s e t ( handles . axes_i_vs_r , 'Tag ' , ' axes_i_vs_r ' ) ;

c l a ( handles . axes_h_vs_r , ' r e s e t ' ) ;
s e t ( handles . axes_h_vs_r , ' Vi s i b l e ' , ' o f f ' ) ;
s e t ( handles . axes_h_vs_r , 'Tag ' , ' axes_h_vs_r ' ) ;

c l a ( handles . axes_p_vs_z , ' r e s e t ' ) ;
s e t ( handles . axes_p_vs_z , ' Vi s i b l e ' , ' o f f ' ) ;
s e t ( handles . axes_p_vs_z , 'Tag ' , 'axes_p_vs_z ' ) ;

c l a ( handles . axes_i_vs_z , ' r e s e t ' ) ;
s e t ( handles . axes_i_vs_z , ' Vi s i b l e ' , ' o f f ' ) ;
s e t ( handles . axes_i_vs_z , 'Tag ' , ' axes_i_vs_z ' ) ;

c l a ( handles . axes_h_vs_z , ' r e s e t ' ) ;
s e t ( handles . axes_h_vs_z , ' Vi s i b l e ' , ' o f f ' ) ;
s e t ( handles . axes_h_vs_z , 'Tag ' , 'axes_h_vs_z ' ) ;

% plots ' rad iobuttons
s e t ( handles . waveform , 'Value ' , 1) ;
s e t ( handles . p_vs_r , 'Value ' , 0) ;
s e t ( handles . i_vs_r , 'Value ' , 0) ;
s e t ( handles . h_vs_r , 'Value ' , 0) ;
s e t ( handles . p_vs_z , 'Value ' , 0) ;
s e t ( handles . i_vs_z , 'Value ' , 0) ;
s e t ( handles . h_vs_z , 'Value ' , 0) ;

% MRI image
c l a ( handles .MRI_axes , ' r e s e t ' ) ;
s e t ( handles .MRI_axes , ' Vi s i b l e ' , ' o f f ' ) ;

% BHT togg lebutton
s e t ( handles . toggleBHT , 'Value ' , 0) ;

% a l l p l o t s checkbutton
s e t ( handles . check_showall , 'Value ' , 1) ;
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%
string_message {end+1} = ' ***** Welcome ***** ' ;
s e t ( handles . text_message , ' St r ing ' , string_message , 'Value ' , 1) ;

%%%%% TEMPORARY! ! ! %%%%% −−> red background
%%%%% SOLO PERCHE' MI SCOCCIO A SCRIVERE I NUMERI TUTTE LE VOLTE
se t ( handles . inner_text , ' St r ing ' , 1 . 5 ) ;
s e t ( handles . outer_text , ' St r ing ' , 2 . 5 ) ;
s e t ( handles . focus ing_text , ' St r ing ' , 8) ;
s e t ( handles . freq_text , ' St r ing ' , 1 . 5 e6 ) ;
s e t ( handles . power_text , ' St r ing ' , 100) ;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

% Choose d e f au l t command l i n e output f o r second_geom
handles . output = hObject ;

% Update handles s t ru c tu r e
guidata ( hObject , handles ) ;

% UIWAIT makes second_geom wait f o r user response ( see UIRESUME)
% uiwai t ( handles . f i g u r e 1 ) ;

% −−− Executes on button pre s s in pushb_OK.
func t i on pushb_OK_Callback ( hObject , eventdata , handles )
% hObject handle to pushb_OK ( see GCBO)
% eventdata r e s e rved − to be de f ined in a fu tu r e ve r s i on o f MATLAB
% handles s t ru c tu r e with handles and user data ( see GUIDATA)

%path ( ' . . ' , path )
%%soluzioneKZK ( handles )
%KZK_parameters ( handles ) ;
%%KZK_input_parameters ( handles ) ;
%[ p0 , c1 , c2 , rho1 , rho2 ,N1 ,N2 ,G1,G2, gamma1 , gamma2 , a , b , d , f ,R, Z , z_ ,K] = KZK_parameters (

handles ) ;
a = str2num ( get ( handles . outer_text , ' St r ing ' ) ) ;
b = str2num ( get ( handles . inner_text , ' St r ing ' ) ) ;
d = str2num ( get ( handles . focus ing_text , ' St r ing ' ) ) ;
f = str2num ( get ( handles . freq_text , ' St r ing ' ) ) ;
P = str2num ( get ( handles . power_text , ' St r ing ' ) ) ;
%%% s e l e c t the c o r r e c t axes f o r transducer ' s f i g u r e
axes ( handles . trans_axes ) ;
drawCyl indr ica lTransducer (a , b , d , handles ) ;

% −−− Executes on button pre s s in pushB_reset .
f unc t i on pushB_reset_Callback ( hObject , eventdata , handles )
% hObject handle to pushB_reset ( see GCBO)
% eventdata r e s e rved − to be de f ined in a fu tu r e ve r s i on o f MATLAB
% handles s t ru c tu r e with handles and user data ( see GUIDATA)

%se t ( handles . inner_text , ' Str ing ' , ' ' ) ;
%se t ( handles . outer_text , ' Str ing ' , ' ' ) ;
%se t ( handles . depth_text , ' Str ing ' , ' ' ) ;

% −−− Executes on button pre s s in pushB_start .
f unc t i on pushB_start_Callback ( hObject , eventdata , handles )
% hObject handle to pushB_start ( see GCBO)
% eventdata r e s e rved − to be de f ined in a fu tu r e ve r s i on o f MATLAB
% handles s t ru c tu r e with handles and user data ( see GUIDATA)

g l oba l str ing_message ;
path ( ' . . /HIFU/ ' , path ) ;
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%[ z , r ,H, I , Ppos , Pneg ] = soluzioneKZK ( handles ) ;
BHTchoice = get ( handles . toggleBHT , 'Value ' ) ;
s e t ( handles . pushB_start , 'Enable ' , ' o f f ' )
mainBHT(BHTchoice , handles ) ;
d i sp ( ' ancora viva ' )

% −−− Executes when s e l e c t e d ob j e c t i s changed in plot_panel .
f unc t i on plot_panel_SelectionChangeFcn ( hObject , eventdata , handles )
% hObject handle to the s e l e c t e d ob j e c t in plot_panel
% eventdata s t ru c tu r e with the f o l l ow ing f i e l d s ( see UIBUTTONGROUP)
% EventName : s t r i n g ' SelectionChanged ' ( read only )
% OldValue : handle o f the p r ev i ou s l y s e l e c t e d ob j e c t or empty i f none was

s e l e c t e d
% NewValue : handle o f the cu r r en t l y s e l e c t e d ob j e c t
% handles s t ru c tu r e with handles and user data ( see GUIDATA)

%%% when the rad io button i s s e l e c t e d only the
%%% corresponding p lo t i s v i s i b l e

% get the handle to the p r ev i ou s l y s e l e c t e d button
old = get ( eventdata . OldValue , 'Tag ' ) ;
% concatenate s t r i n g s
ax_old = [ ' axes_ ' old ] ;
% get the handle to the ob j e c t ( axes ) with the s p e c i f i e d tag
hax_old = f i ndob j ( 'Tag ' , ax_old ) ;
% se t the v i s i b i l i t y o f that ob j e c t
s e t ( hax_old , ' Vi s i b l e ' , ' o f f ' ) ;
% get i t s ch i l d r en ( p lo t ( s ) )
p l o t = get ( hax_old , ' ch i l d r en ' ) ;
% se t the v i s i b i l i t y o f those ch i l d r en
s e t ( plot , ' Vi s i b l e ' , ' o f f ' ) ;

% get the handle to the cu r r en t l y s e l e c t e d button
new = get ( eventdata . NewValue , 'Tag ' ) ;
% concatenate s t r i n g s
ax_new = [ ' axes_ ' new ] ;
% get the handle to the ob j e c t ( axes ) with the s p e c i f i e d tag
hax_new = f indob j ( 'Tag ' , ax_new) ;
% se t the v i s i b i l i t y o f that ob j e c t
s e t (hax_new , ' Vi s i b l e ' , ' on ' ) ;
% get i t s ch i l d r en ( p lo t ( s ) )
p l o t = get (hax_new , ' ch i l d r en ' ) ;
% se t the v i s i b i l i t y o f those ch i l d r en
s e t ( plot , ' Vi s i b l e ' , ' on ' ) ;

% −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
f unc t i on uipushtoolOpen_ClickedCallback ( hObject , eventdata , handles )
% hObject handle to uipushtoolOpen ( see GCBO)
% eventdata r e s e rved − to be de f ined in a fu tu r e ve r s i on o f MATLAB
% handles s t ru c tu r e with handles and user data ( see GUIDATA)

g l oba l str ing_message ;
%%% esempio da cop ia r e e poi buttare
[ f i l ename , pathname ] = u i g e t f i l e ({ ' * . dcm ; ' , ' Al l Image F i l e s ' ; ...

' * .* ' , ' Al l F i l e s ' })

i f i s e qua l ( f i l ename , 0 )
str ing_message {end+1} = s p r i n t f ( 'Non Ã� s ta ta s e l e z i o n a t a nessuna immagine ' )

e l s e

name = removeExtension ( f i l ename )
f = f u l l f i l e ( pathname , name)

str ing_message {end+1} = s p r i n t f ( 'L ' ' utente ha s e l e z i o n a t o i l f i l e ' ) ;
str ing_message {end+1} = s p r i n t f ( '%s ' , name) ;
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s e t ( handles . text_message , ' St r ing ' , string_message , ...
'Value ' , l ength ( str ing_message ) ) ;

pause ( 0 . 7 )

I = dicomread ( f ) ;
s e t ( handles .MRI_axes) ;
imshow( I ) ;
imagesc ;

end

% −−− Executes on button pre s s in toggleBHT .
func t i on toggleBHT_Callback ( hObject , eventdata , handles )
% hObject handle to toggleBHT ( see GCBO)
% eventdata r e s e rved − to be de f ined in a fu tu r e ve r s i on o f MATLAB
% handles s t ru c tu r e with handles and user data ( see GUIDATA)

% Hint : get ( hObject , ' Value ' ) r e tu rns t ogg l e s t a t e o f toggleBHT

% i f BHT i s s e l e c t ed , the axisymmetricBHT s c r i p t needs to be run
cho i c e = get ( hObject , 'Value ' ) ;
i f cho i c e == 1 % BHT s e l e c t e d

% emphasize that BHT i s s e l e c t e d
s e t ( hObject , 'FontWeight ' , ' bold ' ) ;

e l s e
s e t ( hObject , 'FontWeight ' , ' normal ' ) ;

end

% −−− Executes on button pre s s in check_showall .
f unc t i on check_showall_Callback ( hObject , eventdata , handles )
% hObject handle to check_showall ( s ee GCBO)
% eventdata r e s e rved − to be de f ined in a fu tu r e ve r s i on o f MATLAB
% handles s t ru c tu r e with handles and user data ( see GUIDATA)

% Hint : get ( hObject , ' Value ' ) r e tu rns t ogg l e s t a t e o f check_showall

cho i c e = get ( hObject , 'Value ' ) ;

i f cho i c e == 1 % show a l l p l o t s s e l e c t e d
s e t ( handles . plot_panel , ' Vi s i b l e ' , ' on ' )

e l s e
s e t ( handles . plot_panel , ' Vi s i b l e ' , ' o f f ' )

end

% −−− Executes during ob j e c t de l e t i on , be f o r e de s t roy ing p r op e r t i e s .
f unc t i on f igure1_DeleteFcn ( hObject , eventdata , handles )
% hObject handle to f i g u r e 1 ( see GCBO)
% eventdata r e s e rved − to be de f ined in a fu tu r e ve r s i on o f MATLAB
% handles s t ru c tu r e with handles and user data ( see GUIDATA)

c l e a r v a r s
c l o s e a l l

%%%%%%%%%%%%%%% not used , f o r the time being %%%%%%%%%%%%%%%
%%%%%%%%%%%%%%% s t i l l , do not d e l e t e . . . %%%%%%%%%%%%%%%

% −−− Outputs from th i s func t i on are returned to the command l i n e .
func t i on varargout = second_geom_OutputFcn ( hObject , eventdata , handles )
% varargout c e l l array f o r r e tu rn ing output args ( see VARARGOUT) ;
% hObject handle to f i g u r e
% eventdata r e s e rved − to be de f ined in a fu tu r e ve r s i on o f MATLAB
% handles s t ru c tu r e with handles and user data ( see GUIDATA)
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% Get de f au l t command l i n e output from handles s t ru c tu r e
varargout {1} = handles . output ;

% −−− Executes on s e l e c t i o n change in text_message .
func t i on text_message_Callback ( hObject , eventdata , handles )
% hObject handle to text_message ( see GCBO)
% eventdata r e s e rved − to be de f ined in a fu tu r e ve r s i on o f MATLAB
% handles s t ru c tu r e with handles and user data ( see GUIDATA)

% Hints : contents = c e l l s t r ( get ( hObject , ' Str ing ' ) ) r e tu rns text_message contents as
c e l l array

% contents { get ( hObject , ' Value ' ) } r e tu rns s e l e c t e d item from text_message

% −−− Executes during ob j e c t c reat ion , a f t e r s e t t i n g a l l p r op e r t i e s .
f unc t i on text_message_CreateFcn ( hObject , eventdata , handles )
% hObject handle to text_message ( see GCBO)
% eventdata r e s e rved − to be de f ined in a fu tu r e ve r s i on o f MATLAB
% handles empty − handles not c reated un t i l a f t e r a l l CreateFcns c a l l e d

% Hint : l i s t b o x c on t r o l s u sua l l y have a white background on Windows .
% See ISPC and COMPUTER.
i f i s p c && i s e qua l ( get ( hObject , 'BackgroundColor ' ) , get (0 , '

defau l tUicontro lBackgroundColor ' ) )
s e t ( hObject , 'BackgroundColor ' , 'white ' ) ;

end

func t i on inner_text_Callback ( hObject , eventdata , handles )
% hObject handle to inner_text ( see GCBO)
% eventdata r e s e rved − to be de f ined in a fu tu r e ve r s i on o f MATLAB
% handles s t ru c tu r e with handles and user data ( see GUIDATA)

% Hints : get ( hObject , ' Str ing ' ) r e tu rns contents o f inner_text as text
% st r2doub le ( get ( hObject , ' Str ing ' ) ) r e tu rns contents o f inner_text as a double

% −−− Executes during ob j e c t c reat ion , a f t e r s e t t i n g a l l p r op e r t i e s .
f unc t i on inner_text_CreateFcn ( hObject , eventdata , handles )
% hObject handle to inner_text ( see GCBO)
% eventdata r e s e rved − to be de f ined in a fu tu r e ve r s i on o f MATLAB
% handles empty − handles not c reated un t i l a f t e r a l l CreateFcns c a l l e d

% Hint : ed i t c on t r o l s u sua l l y have a white background on Windows .
% See ISPC and COMPUTER.
i f i s p c && i s e qua l ( get ( hObject , 'BackgroundColor ' ) , get (0 , '

defau l tUicontro lBackgroundColor ' ) )
s e t ( hObject , 'BackgroundColor ' , 'white ' ) ;

end

func t i on outer_text_Callback ( hObject , eventdata , handles )
% hObject handle to outer_text ( see GCBO)
% eventdata r e s e rved − to be de f ined in a fu tu r e ve r s i on o f MATLAB
% handles s t ru c tu r e with handles and user data ( see GUIDATA)

% Hints : get ( hObject , ' Str ing ' ) r e tu rns contents o f outer_text as text
% st r2doub le ( get ( hObject , ' Str ing ' ) ) r e tu rns contents o f outer_text as a double

% −−− Executes during ob j e c t c reat ion , a f t e r s e t t i n g a l l p r op e r t i e s .
f unc t i on outer_text_CreateFcn ( hObject , eventdata , handles )
% hObject handle to outer_text ( see GCBO)
% eventdata r e s e rved − to be de f ined in a fu tu r e ve r s i on o f MATLAB
% handles empty − handles not c reated un t i l a f t e r a l l CreateFcns c a l l e d

% Hint : ed i t c on t r o l s u sua l l y have a white background on Windows .
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% See ISPC and COMPUTER.
i f i s p c && i s e qua l ( get ( hObject , 'BackgroundColor ' ) , get (0 , '

defau l tUicontro lBackgroundColor ' ) )
s e t ( hObject , 'BackgroundColor ' , 'white ' ) ;

end

func t i on focusing_text_Cal lback ( hObject , eventdata , handles )
% hObject handle to focus ing_text ( see GCBO)
% eventdata r e s e rved − to be de f ined in a fu tu r e ve r s i on o f MATLAB
% handles s t ru c tu r e with handles and user data ( see GUIDATA)

% Hints : get ( hObject , ' Str ing ' ) r e tu rns contents o f focus ing_text as text
% st r2doub le ( get ( hObject , ' Str ing ' ) ) r e tu rns contents o f focus ing_text as a

double

% −−− Executes during ob j e c t c reat ion , a f t e r s e t t i n g a l l p r op e r t i e s .
f unc t i on focusing_text_CreateFcn ( hObject , eventdata , handles )
% hObject handle to focus ing_text ( see GCBO)
% eventdata r e s e rved − to be de f ined in a fu tu r e ve r s i on o f MATLAB
% handles empty − handles not c reated un t i l a f t e r a l l CreateFcns c a l l e d

% Hint : ed i t c on t r o l s u sua l l y have a white background on Windows .
% See ISPC and COMPUTER.
i f i s p c && i s e qua l ( get ( hObject , 'BackgroundColor ' ) , get (0 , '

defau l tUicontro lBackgroundColor ' ) )
s e t ( hObject , 'BackgroundColor ' , 'white ' ) ;

end

func t i on power_text_Callback ( hObject , eventdata , handles )
% hObject handle to power_text ( see GCBO)
% eventdata r e s e rved − to be de f ined in a fu tu r e ve r s i on o f MATLAB
% handles s t ru c tu r e with handles and user data ( see GUIDATA)

% Hints : get ( hObject , ' Str ing ' ) r e tu rns contents o f power_text as text
% st r2doub le ( get ( hObject , ' Str ing ' ) ) r e tu rns contents o f power_text as a double

% −−− Executes during ob j e c t c reat ion , a f t e r s e t t i n g a l l p r op e r t i e s .
f unc t i on power_text_CreateFcn ( hObject , eventdata , handles )
% hObject handle to power_text ( see GCBO)
% eventdata r e s e rved − to be de f ined in a fu tu r e ve r s i on o f MATLAB
% handles empty − handles not c reated un t i l a f t e r a l l CreateFcns c a l l e d

% Hint : ed i t c on t r o l s u sua l l y have a white background on Windows .
% See ISPC and COMPUTER.
i f i s p c && i s e qua l ( get ( hObject , 'BackgroundColor ' ) , get (0 , '

defau l tUicontro lBackgroundColor ' ) )
s e t ( hObject , 'BackgroundColor ' , 'white ' ) ;

end

func t i on freq_text_Callback ( hObject , eventdata , handles )
% hObject handle to f req_text ( see GCBO)
% eventdata r e s e rved − to be de f ined in a fu tu r e ve r s i on o f MATLAB
% handles s t ru c tu r e with handles and user data ( see GUIDATA)

% Hints : get ( hObject , ' Str ing ' ) r e tu rns contents o f f req_text as text
% st r2doub le ( get ( hObject , ' Str ing ' ) ) r e tu rns contents o f f req_text as a double

% −−− Executes during ob j e c t c reat ion , a f t e r s e t t i n g a l l p r op e r t i e s .
f unc t i on freq_text_CreateFcn ( hObject , eventdata , handles )
% hObject handle to f req_text ( see GCBO)
% eventdata r e s e rved − to be de f ined in a fu tu r e ve r s i on o f MATLAB
% handles empty − handles not c reated un t i l a f t e r a l l CreateFcns c a l l e d
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% Hint : ed i t c on t r o l s u sua l l y have a white background on Windows .
% See ISPC and COMPUTER.
i f i s p c && i s e qua l ( get ( hObject , 'BackgroundColor ' ) , get (0 , '

defau l tUicontro lBackgroundColor ' ) )
s e t ( hObject , 'BackgroundColor ' , 'white ' ) ;

end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
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